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1. Introduction
Mechanical fault diagnosis is a technology that monitors the state 

of the machine during operation, determines its overall or partial nor-
mality or abnormality, determines the fault and its cause, and can pre-
dict the development trend of the fault. Due to the improvement of 
the automation and integration of the current mechanical system, the 
maintenance time and cost have gradually increased [7, 14, 21, 47], 
causing greater economic losses [2, 3, 19, 34]. Therefore, the impor-
tance of the fault detection system in the daily maintenance system is 
becoming stronger [4, 15, 24, 50].

The fault diagnosis method can be divided into time-frequency 
analysis method and pattern recognition method. The traditional time-
frequency analysis method identifies the fault based on the energy 
change of each frequency band of the vibration signal when the fault 
occurs. Commonly used methods include Wavelet transform (WT) 
[37], Empirical mode decomposition (EMD) [11], ensemble empiri-
cal mode decomposition (EEMD) [23], and etc [1, 48]. WT can effec-
tively extract the characteristics of nonlinear transient vibration time-
frequency signals, but when processing complex vibration signals, 
different basis functions need to be selected to obtain the best results, 
and there is no uniform standard for parameter selection. EMD has 

adaptive signal processing capabilities, but it has disadvantages such 
as edge effect and modal mixing [14]. 

The existing pattern recognition methods mainly include ELM [28], 
SVM [7, 48], ANFIS [22, 46], and etc. ELM has fast learning speed 
and requires few training samples, and can realize fast main bearing 
fault diagnosis, but its stability is relatively weak. SVM can efficient-
ly solve high-dimensional nonlinear decision-making problems, but it 
is difficult to select kernel parameters and sample parameters, and is 
significantly affected by fault samples. However, for the pattern rec-
ognition method, due to the high cost of obtaining mechanical system 
failure vibration experimental data and the limited degree of failure, 
which makes the existing methods have limited recognition accuracy 
and even misrecognition problems.

Machine learning related methods have certain advantages in small 
sample classification. However, the original signal is distorted and 
non-linear, and is often buried in a large amount of background noise 
and other interference. Therefore, higher requirements are put forward 
for signal preprocessing and feature extraction. Meanwhile, with dif-
ferent varieties of features given specific effectiveness, it is feasible to 
apply compound features for eliminating information loss. However, 
the feature combination will introduce new proper information and 
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will surely bring some redundancy, which may reduce the perform-
ance of fault diagnosis. Thus, feature selection is also necessary.

In the paper, the EEMD is utilized for preprocessing and feature 
extraction. The character of the bearing is reflected precisely and ad-
equately from the IMFs [6, 9, 12, 13, 15, 49]. As for feature selection, 
according to the organization of the search process, the approached 
of feature selection can be roughly classified as filters, wrappers, and 
embedded [39]. The wrapper methods have many successful applica-
tions in recent years, such as Wan [42] combined genetic algorithm 
and modified binary-coded ant colony optimizer for the wrapper. 
Wang [43] and Liu [27] utilized the particle swarm optimization for 
searching the optimal feature subset. Rodrigues [36] introduced an 
approach based on Bat Algorithm. Zawbaa [45] applied Chaotic Ant 
lion Optimization to solve the problem of feature selection. Li [26] 
employed the Grey Wolf Optimization. Mafarja [29] and Sharawi [38] 
presented solutions with the whale optimization algorithm. Therefore, 
this article conducts a more in-depth study on the wrapper method.

Since, the aim of the wrapper is to search for the optimal feature 
subset. As it is a non-convex, discrete, non-linear, and not derivable 
problem, it is challenging for conventional methods to get solutions. In 
order to solve such problems, the heuristic search is applied. Although 
this method cannot guarantee to find the optimal solution, it can find 
an acceptable solution within a reasonable time. In recent years, with 
the deepening of research, more and more algorithms are proposed, 
including nature-inspired algorithms, swarm-based, and physics-
based approaches. Such as, Particle Swarm Optimization (PSO) [5, 
16-18, 30] Differential Evolution (DE) [40], Genetic Algorithm (GA) 
[8, 10], Ant Colony Optimization (ACO) [4], Gravitational Search 
Algorithm (GSA) [35], whale optimization (WOA) [29, 38], Lighting 
Attachment Procedure Optimization (LAPO) [33] and Moth-flame 
optimization algorithm (MFO) [32], etc. MFO, a new nature-inspired 
meta-heuristic algorithm with excellent-searching performance has 
been widely used in diverse practical applications, such as the annual 
power load forecasting [25], optimal reactive power dispatch [31, 41], 
and the wireless sensor networks [20]. Although MFO has not been 
applied to the problem of fault diagnosis, the successful application of 
the above-mentioned fields shows the powerful optimization ability 
of the MFO algorithm. Then, in the paper, a wrapper feature selection 
method based on MFO is proposed.

Meanwhile, according to the No-Free-Lunch (NFL) [44] theorem 
that none of the algorithms can solve all optimization problems, which 
clarifies the need for new and specific algorithms in different areas, 
and the effectiveness of an algorithm for a set of puzzles does not 
guarantee its success in other fields. Therefore, it is worth studying in 
depth whether the MFO algorithm also has excellent performance in 
the problem of fault diagnosis. In order to further improve the stabil-
ity of the algorithm and the ability to jump out of the local optimum, 
we applied the Lévy flight to the MFO. The Lévy flight can generate 
a random walk for the population which can enhance the exploration 
ability and avoid trapping around the local optimum.

The rest of the paper is organized as follows. Section 2 presents 
an overview of the classification models. Section 3 illustrates some 
details of the LMFO and the proposed method. Section 4 describes 
the experiments and results.

2. Overview of LMFO
As far as the feature subset selection problem is concerned, it is a 

non-linear, indirect, and strongly constrained optimization problem, 
and heuristic search algorithms can effectively solve this type of prob-
lem. The MFO algorithm used in this article is a new nature-inspired 
meta-heuristic algorithm with strong search capabilities and the abil-
ity to overcome local optima. In order to further improve the stability 
of the algorithm and avoid falling into local extremes, the Levy Flight 
optimizer is used. In order to make a one-to-one correspondence be-
tween the individuals and feature selection, in the paper, the binary 
coding is employed for mapping.

2.1.	 The	moth-flame	optimization	algorithm	(MFO)

Mirjalili S. proposed the moth-flame algorithm in 2015 [32], which 
is inspired by the method of moth navigation. The moth keeps a spe-
cific angle to the moon by an efficient, extended, straight flight mech-
anism at night, but may also be trapped in an ineffective, lethal spiral 
around artificial light. This behavior is then mathematically modeled 
and proposed as an optimizer called Moth-Flame optimization.

The MFO is a three-tuple and the global optimal can be defined as 
follows:

 ( ), , LMFO I P T=  (1)

where:
I represents a random generation function of moths and their 
associated parameters, P function is the main function to simu-
late moth motion in searching space. And the T function con-
trols the termination of the algorithm.

As defined above, after the initialization of the MFO, the P func-
tion iterates until the T function returns true. The P function is the 
primary function of moths’ position updating, in which the distance 
between moths and flame can be formulated by the following:

 M S M Fi i j
* ,= ( )  (2)

where the:
i-th moth is represented by M, and Fj stands for the j-th flame. 

For the spiral function S, all types of spirals can be used to fit the 
moth’s trajectory. In the paper, the logarithmic spirals are used:

 S M F D e t Fi j i
bt

j, cos( ) = ⋅ ⋅ ( ) +2π  (3)

  i j iD F M= −  (4)

The distance from i-th to the j-th flame is represented by iD , the 
constant that determines the shape of the spiral is represented by b, 
and t is the random number in the range [-1,1].

However, when updating the location of n moths in search space, 
the utilization of the optimal solution will be reduced. Then the algo-
rithm utilized an adaptive mechanism for the flames number, which 
can be formulated as follows:

 
1 * Nflamenumbe round N I

T
− = − 

 
 (5)

2.2.	 Lévy	flight	distribution

In 1926, Paul Lévy, the French mathematician, proposed Lévy 
flights which is a kind of random walk and is very common in nature. 
As in the individual MFO, the population diversity will reduce with 
the iteration proceeding and the algorithm will easily fall into the local 
optimum. By adding the Lévy model for updating the position after 
each iteration, the global search ability and the capacity of jumping 
out of the local optimum can be improved. The moth position update 
as follows:

 x x lévyi
t

i
t+ = + ⊕ ( )1 α λ  (6)

where:
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t
ix  is the current position of the i-th moth, t is the number of 

current iterations. 

The parameter a is the step size which related to the scale of the 
problem, here values 0.01, and the mathematical model of Lévy flight 
is defined as below:

 

lévy µ

v
λ

σ

λ

( ) = 1

 (7)

Here the µ , v  are two random number in [0,1], λ is a constant of 
1.5, and σ is calculated as follows:
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where:
Γ is the normal gamma function.

2.3. The LMFO
Based on the above discussion, the combi-

nation of MFO and Lévy-flight can further im-
prove the MFO algorithm based on the excel-
lent search ability of MFO to avoid the problem 
of local optimization, and improve the stability 
and optimization ability of the algorithm. 

The general steps of the LMFO algorithm are 
as follows:

Algorithm 1 Procedure of LMFO algorithm
Initialize the population, the moths(the po-

tential variables), Xi(i = 1, 2,…，n) considering ub and lb while 
end condition is not satisfied do

updating the number of flames using Eq.5;
calculate the fitness of the moths
if iteration == 1 then

the best flame = sort(moths)
the best flame fitness = sort (the fitness of the moths)

else
the best flame = sort(mothst_1, mothst)
the best flame fitness = sort(the fitness of (mothst—1,mothst)

end if
for i=1:Npop (each moth) do

for j = 1:Ndim(each number of variable) do
update the convergence constants r and t;

calculate the distance to the flame using Eq.4 with the 
respect to the corresponding moth; update the moth(I, j) 
using Eq.2 and Eq.3 with the respect to the corresponding 
moth check the boundaries

end for
update the position of the current moth using Lévy-flight

end for iteration = iteration + 1
end while

3.	 The	proposed	method
As the fault diagnosis of rolling bearing is a multi-kind classifi-

cation, for improving the accuracy of fault type recognition, one of 
the most important processes is to select the optimal feature subset 
from the extracted features. In the paper, a wrapper method based on 

LMFO and NB is proposed. The main purpose is to integrate the clas-
sifier with the feature selection strategy based on LMFO after features 
have been extracted, then use the classification performance of the 
classifier as an evaluation criterion updating the population, the core 
is the encoding schema and the fitness function.

3.1.	 Feature	extraction

Feature extraction is an analysis step that affects the accuracy and 
efficiency of the diagnosis model. Since the data used in this article 
was collected by an accelerometer mounted on the drive side. The 
data itself is unstable, non-linear, and contains a lot of noise. As an 
adaptive decomposition method of nonlinear non-stationary signals, 
EMD can process vibration signals well, decompose the vibration sig-
nals into multiple IMFs, and constantly change from high frequency 
to low frequency, as shown in Figure 1. Due to modal mixing, the 

extraction of erroneous feature information has a certain probability, 
which makes the physical information of the IMF obscure. In order 
to solve the modal mixing problem, Wu and Huang proposed EEMD 
to improve the distribution of extreme points by using the statistical 
properties of uniform distribution of Gaussian white noise to decom-
pose vibration signals of the normal state.

After the signal is decomposed, 12 energy features of the IMFs are 
obtained which is calculated as follows:

 ( )2        1, 2, , i iE c t dt i n
+∞

−∞

= = …∫  (9)

Ei is the energy of the IMFs, the ( )ic t  is the IMFs of the original 
vibration signal, and the energy feature calculated as below:

 

1

1,2, ,i
i n

i
i

EE i n
E

=

= =

∑
  (10)

Also, in this work, 24 commonly used statistical feature parameters 
(p1-p24) are employed. Among which there are eleven parameters of 
time-domain demographic features (the time sequence chart is shown 
in Figure 2 and thirteen feature parameters for frequency-domain 
from its FFT spectrum(the frequency spectrum is shown in Figure 3. 
The definition of twenty-four feature parameters is given in Table 1.

The time domain signal may fluctuate when the machine fails. 
When the amplitude and distribution may be different from the con-
ventional time domain signal, the spectrum and its distribution may 

Fig. 1. The IMF component diagram based on the EEMD algorithm 
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also change, that is, new frequency portions may appear, and the con-
vergence of the spectrum may also be different. According to these 
features, corresponding features can be extracted.

While the above features can characterize the failure of rotating 
machinery from different angles, they differ in their importance for 
different types of fault identification. Therefore, in order to improve 
the performance of the classifier and avoid the dimensionality disas-
ter, it is necessary to select the features related to the fault from the 
feature set, and remove the uncorrelated or redundant features before 
inputting the feature set into the classifier.

At present, most noise reduction applications take the high-frequen-
cy components obtained by EMD as the direct noise removal, and in 
many cases, it is possible to remove the useful signal components. 
Especially for rolling bearings, fault-related shock signal components 
are usually in the high-frequency band. In EMD decomposition, pseu-
do-components often appear, that is, components independent of the 
original signal. The frequency components contained in these pseudo-
components may exist in the coincidence of characteristic frequency 
bands, so measures should be taken to identify them and eliminate 
them.

3.2.	 LMFO	based	feature	selection

3.2.1.	The	binary	encoding	of	individuals

In order to apply LMFO for feature selection, the individuals need to 
be encoded. Which intends a string of characters is needed to stand 
for the feature is chosen or not. Moreover, it is not difficult to find 
that the binary string can meet our needs, by using ‘1’ means selected, 
‘0’ do not choose. However, LMFO is real-coded which needs to be 
converted to binary via a transformation function, where the sigmoid 
function is used.

 1
1 xsigmoid

e−
=

+
 (11)

Since the LMFO algorithm is initialized and iterative calculated by 
real number, so as to handle the problem of feature selection, the up-
per and lower bounds of the algorithm are specified in [-1,1]. After the 
initialization and iterative calculation are completed, the real-coded 
individuals will be converted into binary-coded individuals through 
the sigmoid function and conversion function to prepare for subse-
quent feature selection and classification. The transformation process 
defined as follows:

 
1   if  0.5
0   if  0.5{ ij

ij

M
ij MM >

≤=
 (12)

where:

ijM . indicates the value of the j-th dimension of the i-th moth

3.2.2.	The	feature	selection	scheme

Through the above feature extraction process, 12 energy features 
representing IMF components and 24 statistical features of the raw 
signal are extracted, but in order to improve the accuracy and efficien-
cy of subsequent learning classification, the dimensionality reduction 
and de-redundancy for features becomes very important, here, the 
LMFO is used to search for optimal feature subsets. The first problem 
to be solved is the mapping between individuals and actual problems 
in a population. In the paper, binary strings are used to correspond 
to the selection of features. The real-coded individuals are converted 
into binary codes by the conversion function, and then 36 features are 
corresponding to the binary coding. Each individual corresponds to a 
feature subset. For example, suppose a feature selection problem with 
10 features, in which an individual code is “0100110111”, that is, no. 
2, 5, 6, 8, 9, and 10 features are selected. The specific step is shown 
as Algorithm 2.

Table 1. The statistical features of the raw signal
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Where x(n) is a signal series for n=1,2,…,N is the number of the  
data points.
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Where s(k) is a spectrum for k=1,2,…,K. K is the number of spectrum lines: 
fk is the frequency value of the kth spectrum line.



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol. 22, No. 4, 2020734

3.2.3.	The	fitness	function

The definition of the fitness function is one of the cores of the 
evolutionary algorithm, which determines the actual advantages and 
disadvantages of each solution in the algorithm. For the feature selec-
tion problem, we hope to achieve the optimal classification accuracy 

while selecting as few features as possible, and the following objec-
tive function is defined.

 F i
Accuracy i

n i
( ) = ( )

+ ⋅ ( )1 λ  (13)

Fig. 2. The time sequence chart: (a) the normal condition, (b) the inner fault condition, (c) the outer fault 
condition, (d) the roller fault condition

Fig. 3. The frequency spectrum: (a) the normal condition, (b) the inner fault condition,  
(c) the outer fault condition, (d) the roller fault condition
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where: 

( )Accuracy i  represents the actual classification accuracy of 
the feature subset corresponding to the i-th individual; n(i) rep-
resents the number of features selected by the i-th individual; λ 
is a constant value which takes 0.01 in the paper.

Algorithm 2 Procedure of feature selection
Initialize the population, the moths(the potential variables),  

Xi(i = 1, 2,…，n) considering ub and lb while end condition is not 
satisfied do

updating the number of flames using Eq.5;
convert the individuals into binary encoding using Eq.11 and  

         Eq.12;
calculate the fitness of the moths using Eq.16
if iteration == 1 then

the best flame = sort(moths)
the best flame fitness = sort (the fitness of the moths)

else
the best flame = sort(mothst_1, mothst)
the best flame fitness = sort(the fitness of (mothst—1,mothst)

end if
for i=1:Npop (each moth) do

for j = 1:Ndim(each number of variable) do
update the convergence constants r and t;;

calculate the distance to the flame using Eq.4 with the 
respect to the corresponding moth; 

update the moth(I, j) using Eq.2 and Eq.3 with the re-
spect to the corresponding moth;

check the boundaries;
end for
update the position of the current moth using Lévy-flight;

end for iteration = iteration + 1
end while

3.3.	 The	classifier

Bayesian decision theory is a primary method for decision making 
under the probability framework. Assuming all relevant probabilities 
are known, Bayesian decision theory studies how to choose the best 
category marker in this ideal situation based on these probabilities and 
misjudgment losses. Naive Bayes is a classification method based on 
Bayes’ theorem and the independent hypothesis of specific conditions 
with stable classification efficiency.

In order to minimize the decision risk based on the Bayesian deci-
sion criterion, the posterior probability should be obtained first. Based 
on the Bayesian theorem, it can be written as:

 ( ) ( ) ( )
( )

|
|

P c P x c
P c x

P x
=  (14)

where:

( )P c  is the prior probability, ( )|P c x  is the likelihood, and 
( )P x  is the normalized constant.

The main difficulty of posterior probability estimation based on 
the above formula is that the quasi-conditional probability is the joint 
probability on all attributes, which is difficult to estimate directly from 
the limited training samples. The joint probability is directly estimat-
ed based on the limited training samples, and the combination number 
explosion will occur in the calculation, and the data will encounter 
sparse samples. The more attributes, the more serious the problem 
will be. To avoid this obstacle, researchers adopt the naive Bayes 
classifier of the ‘attribute-conditional independence hypothesis’: for a 
known category, all attributes are assumed to be independent of each 

other. In other words, all attributes are assumed to influence the clas-
sification result independently.

 ( ) ( ) ( )
( )

( )
( ) ( )

1

|
| |

d
i

i

P c P x c P c
P c x P x c

P x P x =
= = ∏  (15)

For all categories, the ( )P x  is the same. So that the Naive Bayes-
ian criterion can be written as follows:

 
1

( ) arg max ( ) ( | )
d

nb i
c y i

h x P c P x c
∈ =

= ∏  (16)

The number of attributes is represented by d, and the value of x on 
the i-th attribute is represented by ix .

3.4.	 The	implementation	of	the	proposed	method

In order to adapt to the fault diagnosis in the environment of small 
sample data and improve the time efficiency of high-dimensional 
data while ensuring the accuracy of decision-making, a fault diag-
nosis method based on LMFO is proposed. In the data preprocessing 
stage, the article uses the EEMD algorithm to process the original 
vibration signal to reduce the influence of background noise on the 
experimental diagnosis. Secondly, 20 common fault detection fea-
tures are extracted through IMFs. In order to improve the accuracy 
and efficiency of model training, the classification model is optimized 
through the wrapper feature selection method based on LMFO, while 
the proposed features are selected. The specific implementation steps 
of the method are shown in Figure 4.

Fig. 4. The scheme of the proposed LMFO-NB

4.	 Experiment	and	results
The proposed method is simulated in the MATLAB environment 

and the experiment programmers are coded by python language on 
a personal computer with a 3.2GHz CPU and 16.00G RAM under 
windows 10 operating system.
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4.1.	 Data	set	description

The test platform consists of a 2hp motor, dynamometer, torque 
sensor and electronic control unit, as shown in Figure 4. In the experi-
ment, EDM formed a single point fault with a diameter of 7 mils, 14 
mils, 21 mils, 28 mils, and 40 mils (1 mil = 0.001 inch). The 7,14 and 

21 mils diameter faults are using the SKF bear-
ing and the 28 mils and 40 mil faults by NTN 
bearing. The main experimental object of the pa-
per is SKF6205-2rs deep groove ball bearing.

The vibration signal is obtained by an acceler-
ometer, which is typically placed at the fan end 
or the drive end of the motor housing at the 12 
o’clock position. In the paper, the 16-channel 
DAT recorder is used to collect the data of the 
driver end, and the sampling frequency is 12 
kHz. Figure 5 is the drive end envelope spec-
trum, and the Figure 6 is the fan end envelope 
spectrum. As can be seen from the figure below, 
the characteristic frequency of the internal fault 
is 162.4 Hz, the characteristic frequency of the 
external fault is 107.5 Hz, and the characteristic 
frequency of the roll fault is 141.4 Hz. Bearing 
failures are handled by electroplating processes 
and are classified into internal faults, external 
faults, and roller faults [1]. External faults are 
located at 3 o’clock (directly in the load zone), 6 
o’clock (perpendicular to the load zone) and 12 
o’clock. The data in this paper consists of nor-
mal bearing data and the above three types of 
failure data. The detailed description of the ex-
perimental data set is shown in Table 2. For each 
data sets, each data sample consist of 4096 data 

points, 100 groups are randomly selected from the above states as 
training data, and rest of data are testing data.

4.2.	 Experiment	for	different	algorithms

The experiments in this section are mainly used to assess the ex-
ploration performance of the proposed method 
and other optimization algorithms. In this sec-
tion, we use seven other different commonly 
used and latest optimization algorithms (par-
ticle swarm optimization, grey wolf optimiza-
tion, whale optimization algorithm, multiverse 
optimization algorithm, firefly algorithm, grav-
ity search algorithm, moth flame optimization). 
In order to ensure that the experimental results 
only reflect the differences in optimization capa-
bilities between different algorithms, the feature 
extraction process of different algorithms and 
the selection of classifiers is the same. The size 

Table 2. Description of the data sets

Fault type Fault diam-
eter

10 fault type 24 fault type
0hp 1hp 2hp 3hp 0hp 1hp 2hp 3hp

Normal     

BA

0.007     

0.014
0.021    

0.028 

IR

0.007     

0.014 

0.021     

0.028 

OR

0.007     

0.014 

0.021     

0.028
Where: BA: ball, IR: inner race, OR: outer race.

Fig. 5. Schematic diagram of CWRU bearing test platform: (a) the actual photos, (b) simplified schematic 
diagram

Fig. 6.  The envelope spectrum of the drive end: (a) the normal condition, (b) the inner fault condition, 
(c) the outer fault condition, (d) the roller fault condition
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of the initial population of each algorithm is 20, 
the maximum number of iterations is 200, the 
dimension value range in [-1, 1], and the experi-
ment of each algorithm is repeated of 10 times.

As can be seen from the result data given in 
the Table 3, the final performance of each al-
gorithm is not much different. Since the pre-
processing feature data of the noise reduction 
method described in the paper is more accurate 
in characterizing the 10 fault types data set, the 
selected classifier has appropriate classifica-
tion performance for the optimization problem. 
However, it can still be seen from the table 
that the LMFO, MFO, GSA, FFA and WOA 
algorithms have excellent search ability with 
maximum fitness 0.980392. Also, we can find 
that the number of features selected by LMFO 
is less, although the classification accuracy is 
not optimal, it still has a 4% advantage over 
the worst FFA, so the feature subset selected by 
LMFO characterized the faults better with less 
redundancy. At the same time, the LMFO algo-
rithm is more robust through the comparisons 
of the standard deviation, the minimum fitness 
value, and the average fitness value. Moreover, 
although the convergence speed of LMFO is not 
the fastest from the convergence curve shown in 
Figure 7, its exploration ability and the ability to 
jump out of local optimum are better.

Table 3. The results of different optimizer for 10 fault types

Items
Optimizer

PSO GWO WOA MVO FFA GSA MFO LMFO

.Nf 7 16 6 7 6 3 2 2

minF 0.841049 0.837021 0.943396 0.890673 0.86478 0.939465 0.953526 0.970874

maxF 0.961538 0.970874 0.980392 0.961538 0.980392 0.980392 0.980392 0.980392

avgF 0.911471 0.926884 0.972612 0.931452 0.929094 0.968846 0.972815 0.978488

.Acc 97.5274% 100% 100% 99.6654% 95.6967% 99.7911% 99.2271% 99.8058%

.std 0.034525 0.037666 0.010887 0.020314 0.034668 0.011704 0.0085 0.003807

Where: .Nf : the number of selected features, minF : minimum of the fitness, maxF : maximum of the fitness, avgF : the average fitness; .Acc : the classifica-
tion accuracy; .std : the standard deviation

Table 4.  The results of different optimizer for 24 fault types

Items
Optimizer

PSO GWO WOA MVO FFA GSA MFO LMFO

.Nf 10 11 11 7 8 6 6 5

minF 0.768956 0.768956 0.783557 0.774065 0.769747 0.830292 0.809807 0.84474

maxF 0.828677 0.847673 0.840486 0.850271 0.862457 0.862457 0.865247 0.865247

avgF 0.798248 0.806911 0.8178736 0.812916 0.817077 0.854611 0.849027 0.861536

.Acc 87.8073% 89.56571% 89.9620% 86.9820% 88.2443% 90.5888% 89.9969% 90.4615%

.std 0.016776 0.027693 0.018242 0.024699 0.024736 0.009607 0.017167 0.006023

Where: .Nf : the number of selected features, minF : minimum of the fitness, maxF : maximum of the fitness, avgF : the average fitness; .Acc : the classifica-

tion accuracy; .std : the standard deviation

Fig. 7. The envelope spectrum of the fan end: (a) the normal condition, (b) the inner fault condition,  
(c) the outer fault condition, (d) the roller fault condition
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The results of the 24 fault types experiment are shown in the Table 
4. The basic characteristics of the results are similar to those of the 
10 fault types. LMFO also exhibits excellent optimization ability and 
robustness in the experiment. And it can be more clearly seen from 
the convergence curve shown in the Figure 8 that LMFO has the best 
performance of jumping out of the local optimum.

4.3.	 Comparison	of	commonly	used	fault	diagnosis	meth-
ods

To illuminate the practical effectiveness, a simple comparison with 
other methods in the literature is put forward in the Table 5 and table 
6, using the same rolling bearing data and evaluated at similar operat-
ing conditions. For 10 fault types experiments, an improved distance 
assessment technique combined with the multi-adaptive neuro-fuzzy 
inference system method based on EMD is proposed in [22]. The ex-
perimental results show that under the ten fault types, the average 
test accuracy is 91.33%. Similar in [46], the experiment based on 
multi-scale entropy and multi-adaptive neuro-fuzzy inference system 
is 99.38%. Compared with this study, our method achieved good per-

formance under most similar conditions, with an average accuracy of 
99.85%.

For 24 types fault diagnosis, authors utilized the energy entropy 
and the IMFs decomposed by the EEMD as the feature of the faults, 
and employed the SVM optimized inter cluster distance in feature 
space for classification in [48], which resulted in 77.29% and 82.05% 
of the classification accuracy. And in [28], ELM is used for feature 
selection and parameter optimization, which carried out 93.04% clas-
sification accuracy.

From the result displayed above, in 10 types experiment, our 
method has a subtle advantage in classification accuracy. For the 24 
types of experiments, the performance of the NB classifier used in the 
method proposed in this article was slightly lower than that of ELM, 
resulting in a slight difference of 2.58% in classification accuracy. 
Meanwhile the proposed scheme could bring a considerable improve-
ment in time efficiency, which is 8 times faster than that of ELM and 
grey wolf optimization. In both 10 types and 24 types experiment our 
method has a shorter execution time, that is, the training time to build 
a classification model for the current bearing. Higher time efficiency 
can improve the efficiency of fault diagnosis and maintenance, and 
more efficient model construction time makes the method popular-
ized for other different types or types of bearings in a shorter time. 
Since the data selected in the paper did not consider the load situation 
and different motor power was not included in the experiment. In the 
actual application process, whether the increase of sample data and 
the expansion of fault types have an impact on the method proposed 
in the paper, and to what extent, both need to be further explored. 
Further, the classifier selected in this paper is only used as a part of 
iterative optimization, and does not consider too much optimization of 
the classification performance of the classifier itself.

5.	 Conclusions
In this work, a high-efficiency bearing fault diagnosis method 

based on LMFO and NB is proposed. By introducing the EEMD 
method for feature extraction at the prepossessing of the data, the data 
noise is effectively reduced. In the feature selection process, the pro-
posed LMFO based feature selection method can effectively reduce 
the feature dimension while ensuring or improving the classification 
accuracy of the classifier to a certain extent. Through comparative ex-
periments based on the CWRU bearing fault data set, the results show 
that the proposed method greatly improves the training efficiency of 
the classification model under the premise of ensuring fault diagnosis 
accuracy, which makes the proposed method more versatile and prac-
tical in solving fault diagnosis problems.

Fig. 8. The convergence curve of different algorithms for 10 fault conditions Fig. 9. The convergence curve of different algorithms for 24 fault conditions

Table 5. Comparison of different fault diagnosis methods for 10 types fault 
diagnosis

Methods Fault types Accuracy

Our method 10 99.85%

ANFIS-GAs (Lei et al.2007) [22] 10 91.33%

MSE-ANFIS (Zhang et al.2010) [46] 10 99.38%

Table 6. Comparison of different fault diagnosis methods for 24 types fault 
diagnosis

Methods Fault 
types

Accu-
racy

execution 
time(s)

EEMD-ICDSVM (Zhang et 
al.2013) [48]

24 77.29% 189.39

24 82.05% 251.99

Our method 24 90.46% 62.99

HGSA-ELM(Luo et al.2016) [28] 24 93.04% 518.98
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